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Abstract— This article presents a differential evolution
algorithm with a new encoding mechanism and Cauchy mutation
(DE-NEM-CM) for optimizing large unequally spaced planar
array layouts with the minimum element spacing constraint.
In the new encoding mechanism, each individual represents
a certain element position rather than an entire array layout
used in traditional stochastic optimization algorithms. Such an
encoding mechanism has the following advantages: 1) in each
individual updating, the array pattern can be efficiently evaluated
by only considering the radiation contribution variation from one
element movement, which can greatly reduce the computational
time; 2) it naturally facilitates the generated new array layout
in population updating to meet the minimum element spacing
constraint, and 3) each individual is searched always in 2-D
space as the array size increases. These advantages enable it to
be very suitable for synthesizing large arrays. Besides, DE serves
as a search engine, and Cauchy mutation with chaotic mapping
is proposed to enhance the local search while preserving the
diversity of the population. A set of experiments for synthesiz-
ing different types of unequally spaced planar arrays in both
narrow-and broadband applications are conducted. Synthesis
results show that the proposed method achieves much lower
sidelobe level than some state-of-the-art stochastic optimization
methods for all the test cases. Importantly, the proposed method
is much more efficient than conventional stochastic optimization
algorithm especially for the case of synthesizing large unequally
spaced planar array layouts. A array layout optimization with
more than 1000 elements can be achieved within acceptable
CPU time cost, which has not yet been reported for the existing
stochastic optimization methods without resorting to supercom-
puting facilities.
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I. INTRODUCTION

UNEQUALLY spaced antenna arrays have been widely
applied in radars, sonars, and wireless communication

systems [1]–[3]. Compared with uniformly spaced arrays, they
can exploit element positions as an additional degrees of
freedom (DOF) to achieve better radiation characteristics such
as low sidelobe and grating lobe levels (GLLs). Furthermore,
by using optimized element positions, the unequally spaced
array is capable of reducing the number of elements and
the associated radio frequency (RF) components, which is
significant for the application where the allowable weight,
space, and cost of the radiation system may be strictly
limited.

Over the last few decades, various unequally spaced array
synthesis methods have been presented [4]–[18]. Usually,
analytical methods such as those in [4]–[6] can produce a
solution to element positions in a highly efficient manner,
but they cannot control the obtained sidelobe distribution very
well. In [7]–[9], some iterative convex optimization techniques
are presented in which unequally spaced array synthesis prob-
lems are formulated as performing iterative weighted L1-norm
optimization with multiple convex constraints. The sidelobe
level can be accurately controlled by using multiple pattern
constraints. However, one limitation with the iterative convex
optimization techniques is that the minimum element spacing
is hard to control and consequently the synthesized arrays
are sometimes impractical. The matrix pencil methods in
[10]–[12] and the compressive sensing techniques in [13]–[15]
can also be applied to reconstruct element positions and exci-
tations by matching the synthesized pattern to a reference one
in both amplitude and phase distribution. However, prescribing
a realizable reference field pattern is a challenge itself, and one
may need to resort to some other synthesis techniques. If the
reference pattern is chosen inappropriately, the synthesized
result will not be satisfactory. Besides, some other sparse array
techniques presented in [19]–[21] are also computationally
efficient, but they are effective only for designing thinned
arrays which are obtained by turning off part of elements from
prescribed equally spaced arrays. Since the realized element
spacings in the thinned array are integer multiples of a preset
spacing, the feeding network structure is easy to design but
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the radiation performance is limited due to the lack of enough
degrees of design freedom.

This article focuses on the synthesis of unequally spaced
planar arrays which is a highly nonlinear and nonconvex prob-
lem. Some stochastic optimization methods such as genetic
algorithm in [22], particle swarm optimization in [23], invasive
weed optimization (IWO) in [24], and others [25], [26] would
be potentially suitable due to their ability of escaping from
locally optimal solutions. However, when applied to optimize
unequally spaced planar array layouts with the minimum
element spacing constraint, all of them face the following two
challenging problems.

1) In each individual updating, all the element spacings
between every two neighboring elements over the whole
elements should be calculated to determine whether
the offspring individual meets the prescribed minimum
element spacing constraint. This should be done for
each offspring individual of the population. Due to
the randomness in the production of offspring indi-
viduals, many of the offsprings may fail to meet this
constraint.

2) These stochastic optimization algorithms are very
time-consuming since the performance of every indi-
vidual at each updating should be evaluated which
involves the computation of a huge number of 2-D
patterns in a planar array case. Consequently, they are in
general suited for small-size arrays, typically less than
100 elements.

For the first problem mentioned above, some techniques
such as the modified genetic algorithm (MGA) in [27] and the
differential evolution with matrix mapping (DE-MM) in [28]
have been presented by simplifying the minimum element
spacing constraint as a Chebychev distance constraint in the
x- and y-directions separately. Although the Chebychev dis-
tance constraint is much easier to process, it cannot guarantee
that the produced element positions always meet the original
minimum spacing requirement [29]. Recently, an asymmetric
mapping method (AMM) is presented in [29] to solve this
problem. The DE with asymmetric mapping method (DE-
AMM) enhances the restriction on each element in y-direction
to guarantee the array meeting the minimum element spacing
constraint. However, this method increases the number of
the optimization variables which leads to significant increase
in both computational and storage loads. As for the second
problem, some self-similar structures such as the rotation
symmetry in [30] and aperiodic tilings in [31] are exploited
to reduce the variables to be optimized so as to significantly
save time but at the cost of sacrificing some degrees of
synthesis freedom. To the best of our knowledge, purely
using stochastic optimization algorithms to synthesize large
unequally spaced planar arrays (N > 500) with the mini-
mum element spacing constraint has not been reported in the
literature.

In our opinion, the two problems mentioned in the stochastic
optimization algorithms are mainly derived from the tradi-
tional encoding method where each individual represents one
implementation of the whole array layout. To address these
problems, we propose a DE algorithm with new encoding

mechanism and Cauchy mutation (DE-NEM-CM). The new
encoding mechanism which was presented in [32] for wind
farm location optimization is now applied in the antenna
array layout optimization problem. In this encoding mech-
anism, each individual represents only one element posi-
tion rather than an entire array layout. As a consequence,
in each individual updating, only an element position may
be moved while other elements remain unchanged, which
indicates that only the contribution of one antenna element
to the radiation pattern needs to be recalculated, so that the
computational time is greatly reduced. Moreover, in such a
way, if the previous array meets the minimum element spacing
constraint, the new array layout generated by one individual
updating is easy to meet this constraint again since only the
spacings between the changed element and other unchanged
elements need to be verified. In addition, the insufficiency
of local search in DE-NEM forces us to introduce Cauchy
mutation to improve the exploitation while maintaining the
diversity of the population. To validate the effectiveness and
efficiency of the proposed DE-NEM-CM, several synthesis
experiments including a symmetric rectangle array, a broad-
band circular array, and beam-scannable square arrays with
different aperture sizes are conducted. The results indicate
that the proposed DE-NEM-CM has much better performance
in term of the sidelobe level than some state-of-the-art sto-
chastic optimization methods. Importantly, it can effectively
synthesize large arrays (N > 1000) within acceptable time
cost, which is very difficult for other stochastic optimization
methods.

II. FORMULATION AND ALGORITHM

A. Problem Description

Let us consider a planar array with N isotropic radiating
elements placed on a prescribed region � of X OY plane. The
array factor can be described as follows:

AF(u, v) =
N∑

n=1

İne jβ(xnu+ynv) (1)

where j = √−1, β = 2π/λ denotes the wavenumber in
freedom space, (xn, yn) and İn denote the position and the
complex excitation of the nth element in the array, respec-
tively. u = sin θ cos φ − sin θ0 cos φ0 and v = sin θ sin φ −
sin θ0 sin φ0, where θ and φ denote the elevation and azimuth
angles, respectively, and (θ0, φ0) represents the desired beam
direction.

In this article, we consider the case of the identical exci-
tation ( İn = 1 for all elements) and focus on the problem of
designing large unequally spaced array layouts with the aim
of minimizing the peak sidelobe level (PSL), which is the
maximum pattern value in the sidelobe region outside of the
mainlobe region. In addition, the minimum element spacing
constraint is adopted to avoid some nonrealizable solutions.
Thus, the concerned synthesis problem can be formulated as
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follows:
min
�x,�y

max
(u,v)∈�SL

|AF(u, v)|

Const.

⎧⎪⎨
⎪⎩

|AF(u0, v0)| = 1, (xn, yn) ∈ �√
(xn1 − xn2)

2 + (yn1 − yn2)
2 ≥ dconst

∀ n1, n2, n ∈ {1, 2, . . . , N}, n1 �= n2

(2)

where �x = [x1, x2, . . . , xN ] and �y = [y1, y2, . . . , yN ], N
denotes the number of elements, �SL denotes the sidelobe
region of array pattern in uv space, dconst denotes the required
minimum element spacing and � represents the prescribed
array placement region that is typically a rectangular or circu-
lar region.

B. Proposed DE-NEM-CM

The problem in (2) is highly nonlinear and nonconvex. Sto-
chastic optimization methods would be suitable to solve this
problem due to their good global search ability. DE algorithm
introduced in [33] is one of the most popular swarm-based
optimizers, and DE and its variants have been widely applied
to solve array synthesis problems [34]–[36]. To solve Prob-
lem (2), DE-NEM-CM is proposed in this article.

1) New Encoding Mechanism: For Problem (2), the tradi-
tional encoding mechanism is that an individual, denoted as
�Xi = [x1, y1, x2, y2, . . . , xN , yN ] (i ∈ {1, 2, . . . , N P} where
N P denotes the population size), represents an array layout,
shown in Fig. 1(a). With such a encoding mechanism, all the
spacings between neighboring elements in an individual should
meet the prescribed minimum element spacing constraint in
(2). However, this is very difficult for an arbitrary offspring
individual which is generated by evolution operators in the
stochastic optimization methods such as DE. If offspring indi-
viduals always fail to meet the prescribed minimum element
spacing constraint, the evolution process will stagnate. Some
techniques such as AMM in [29] can be incorporated into
the evolution process to generate layout candidates meeting
the minimum element spacing constraint. However, these
techniques significantly increase the dimension of the problem
and are unsuitable for large array layout optimization problems
as mentioned in the Introduction.

To overcome the mentioned problem, a new encoding
mechanism which was used in [32] to optimize wind farm
layout is adopted. In this encoding mechanism, an individual
denoted as �Xi = [xi , yi ] (i ∈ {1, 2, . . . , N}) represents
only a certain element position, and the whole population
denoted as P = {[x1, y1], [x2, y2], . . . , [xN , yN ]} represents
an array layout. The difference between the traditional and
new encoding mechanisms is intuitively shown in Fig. 1.
With new encoding mechanism, the variation of an individual
may lead to the position updating for only one element in
the array. Hence, when the initial array meets the minimum
element spacing constraint, the probability that the variation
of an offspring individual leads to a failure to meet the
minimum element spacing constraint is much lower than
that with the traditional encoding mechanism, which will
significantly reduce the possibility of the stagnation of the
evolution process. Furthermore, in each individual updating,

Fig. 1. Difference between the traditional and new encoding mecha-
nism. (a) Traditional encoding mechanism. (b) New encoding mechanism.

the contribution of one antenna element to the array pattern
needs to be recalculated, while the main part of array pattern
from all the other elements remains unchanged, which greatly
reduces the computational time and complexity. In addition,
the search space for each individual always maintains in two
dimensions regardless of the number of antenna elements.
As is well known, the low-dimension search space facilitates
the algorithm to quickly find the best solution.

2) Evolution Strategies: In the proposed DE-NEM-CM,
we utilize some strategies including the mutation, crossover,
replacement, and selection to evolute the population. Particu-
larly, the replacement mechanism is absent from the traditional
DE, and it is adopted to improve the diversity of the population
for catering to the new encoding mechanism.

a) Mutation: For each target individual �Xi in the popu-
lation, the corresponding mutation individual �Vi is generated
by utilizing the mutation operator, which is given by

�Vi = �Xr1 + F · ( �Xr2 − �Xr3), i = 1, 2, . . . , N (3)

where random indexes r1, r2, r3 ∈ {1, 2, . . . , N} are mutually
different integers and also different from index i , F > 0 is
a scaling factor, and ( �Xr2 − �Xr3) is a difference vector. It is
noteworthy that the information of three mutually different
individuals is utilized to guide the generation of the mutation
individual, which focuses on the exploration.

b) Crossover: To generate the multifarious trial individ-
ual, the crossover operator is used. For each pair of �Xi and
�Vi , the crossover individual �Ui is generated via the following
way:

Ui,d =
{

Vi,d , if randd(0, 1) < C R or d = drand

Xi,d , otherwise
(4)

where i = 1, 2, . . . , N , d = 1, 2, randd(0, 1) denotes an
uniform random number in the interval [0,1], C R ∈ [0, 1]
denotes the crossover constant, and drand ∈ {1, 2} represents
a randomly selected dimension index.

c) Replacement: After successively implementing muta-
tion and crossover operators, we obtain an offspring popula-
tion Q which consists of the crossover individual �Ui (i =
1, 2, . . . , N). Especially, the first offspring individual in Q
randomly replaces a parent individual in P , which is regarded
as an individual updating. The updated P is obviously an new
population denoted as S. Since the problem in (2) involves the
minimum element spacing constraint, we firstly should check
whether S meets this constraint. If S meets the constraint,
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the better one between P and S is determined and retained via
the following selection operator, then the remaining offspring
individuals in Q one by one will accomplish the replacement
and selection with same procedures as the first offspring
individual.

d) Selection: According to the problem in (2), we use
the PSL as the fitness function in the proposed DE-NEM-CM
shown in the following:

f (P) = max
(u,v)∈�SL

|AF(u, v)|. (5)

Obviously, the fitness function value is determined by the
whole population P rather than a certain individual, which
is different from the traditional DE. The selection operator is
applied to determine the better one between the population
P and S based on the fitness function f (·) in (5), and the
better one will survive into the next updating. The selection
mechanism is described as

P =
{

S, if f (S) < f (P)

P, otherwise.
(6)

3) Cauchy Mutation: Note that new encoding mechanism
renders only the position of one element in the array being
moved in an individual updating, similar to the local search of
greedy algorithm, which is poor at the exploration. Neverthe-
less, the generation and random replacement mechanisms of
offspring individuals in the above evolution strategies mainly
focus on the exploration. Hence, DE with new encoding mech-
anism can well integrate their advantages. However, the inher-
ent local search characteristic on new encoding mechanism
is not enough to obtain a satisfactory synthesis result. Thus,
Cauchy mutation with chaotic mapping is incorporated into the
selection operator of the evolution process mentioned above
to enhance the local search while maintaining the diversity of
population.

In above selection operator, if P is successfully replaced
by S, the newly retained offspring individual in P is denoted
as �X ′

i , and its vicinity is regarded to have the potential to
provide better radiation performance. Thus, this individual will
be further exploited to generate new offspring individual �X ′′

i
by using Cauchy mutation with chaotic mapping, which is
described as

X ′′
i,d = X ′

i,d + ck · δd , d = 1, 2 (7)

where random variable δd ∼ C(0, 1), which represents the
standard Cauchy distribution [37]. The chaotic sequence {ck}
is generated by the following equation [38]:

ck+1 = μ · ck · (1 − ck), μ ∈ [0, 4] (8)

where k denotes the number of generation, the original state c1
is equal to 0.01. μ denotes the logistic parameter and equals
to 4, which makes the system being in chaotic state.

Then new offspring individual �X ′′
i will replace �X ′

i in
P to constitute the new population S′, and the selection
operator is applied to P and S′. Obviously, this Cauchy
mutation enhances the local search ability of DE with new
encoding mechanism. Due to the long flat tails of Cauchy

density function, Cauchy mutation is more likely to gen-
erate an offspring individual further away from its par-
ent than Gaussian mutation [39]. Furthermore, an adaptive
search step size generated by chaotic mapping in (8) con-
tributes to maintaining the diversity of the population due
to the ergodicity of chaotic variable. Therefore, the proposed
DE-NEM-CM can well balance the exploitation and explo-
ration.

C. DE-NEM-CM Synthesis Procedure

In the initialization of the proposed DE-NEM-CM, P is
generated by selecting randomly N element positions in a
fully filled array, which is a fast and simple way to generate a
large unequally spaced planar array that meets the prescribed
minimum element spacing constraint. Then the contribution of
each element to the array pattern will be calculated and stored,
and the PSL of P is calculated by (5). During the evolution,
the mutation operator in (3) and crossover operator in (4) are
successively implemented on parent individual �Xi = [xi , yi ]
in P to generate offspring individual denoted as �X ′

i = [x ′
i , y ′

i ],
where i = 1, 2, . . . , N . This naturally forms an offspring pop-
ulation Q = {[x ′

1, y ′
1], [x ′

2, y ′
2], . . . , [x ′

N , y ′
N ]}, then the first

offspring individual �X ′
1 in Q will randomly replace a parent

individual in P , the updated P is denoted as a new population
S. Then S is checked whether meeting the constraints in
(2). If S meets these constraints, the corresponding PSL is
calculated by (5). Moreover, if S provides a lower PSL than P ,
P is replaced by S; otherwise, P keeps unchanged. Especially,
if P is successfully replaced by S, Cauchy mutation in (7)
will be implemented on this offspring individual to generate
new offspring individual denoted as �X ′′

1 = [x ′′
1 , y ′′

1 ]. Afterward,
new individual �X ′′

1 tries to replace �X ′
1 while other individuals

keep unchanged, forming a new population S′. If S′ meets
the constraints in (2), the corresponding PSL is calculated.
By comparing the PSLs between P and S′, we reserve the
one with lower PSL. Subsequently, the above process is
implemented on the remaining individuals in Q one by one
until the user-defined maximum number of FEs (Max F Es),
shown as Algorithm 1.

III. NUMERICAL EXPERIMENTS

To validate the effectiveness and robustness of the proposed
DE-NEM-CM method, we will conduct a set of examples for
synthesizing different unequally spaced planar array layouts
including a symmetric rectangular array, a broadband circular
array as well as beam-scannable square arrays with varying
apertures. In all examples, we choose scaling factor F = 0.5
and crossover constant C R = 0.9, and the population size
N P is just equal to the number of elements N . The required
minimum element spacing dconst is set as 0.5λ which is a
typical choice in conventional antenna array designs. All the
synthesis experiments are executed on the same computer with
Intel Xeon E5-2697 CPU and 512 GB memory.

A. Sparse Rectangular Array

As the first example, we will synthesize a sparse rectangular
array with 4N elements on an aperture of 9.5λ × 4.5λ. This
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Algorithm 1 DE-NEM-CM Synthesis Procedure
1: Set the number of elements N , scaling factor F , crossover

constant C R, and maximum number of fitness evalu-
ations (FEs) Max F Es, the required minimum element
spacing dconst;

2: The positions of N elements randomly selected from a
fully filled array are regarded as the initial population
denoted as P = {[x1, y1], [x2, y2], . . . , [xN , yN ]}, where
each individual �Xi = [xi , yi ] represents an element posi-
tion, i = 1, 2, . . . , N ;

3: F Es = 0;
4: Calculate the PSL of P by (5) and set k = 0;
5: while F Es < Max F Es do
6: Count k = k + 1;
7: Generate offspring population which is denoted as

Q = {[x ′
1, y ′

1], [x ′
2, y ′

2], . . . , [x ′
N , y ′

N ]} by implementing
the

mutation operator in (3) and crossover operator in (4) on
each

individual �Xi , i = 1, 2, . . . , N .
8: for i = 1 to N do
9: Offspring individual �X ′

i = [x ′
i , y ′

i ] in Q randomly
replaces

an individual in P , and the updated P is denoted as S;
10: if S meets the constraints in (2) then
11: Calculate the PSL of S by (5);
12: F Es = F Es + 1;
13: if S provides lower PSL than P then
14: P = S;
15: Generate offspring individual �X ′′

i = [x ′′
i , y ′′

i ] by
utilizing Cauchy mutation in (7) on �X ′

i , and the
individual �X ′′

i will replace �X ′
i in P , forming

a new population S′;
16: if S′ meets the constraints in (2) then
17: Calculate the PSL of S′ by (5);
18: F Es = F Es + 1;
19: if S′ provides lower PSL than P then
20: P = S′;
21: end if
22: end if
23: end if
24: end if
25: end for
26: end while
27: return P

array is placed in X OY plane and its layout is symmetric
about both x-axis and y-axis. In view of its symmetry, only a
quarter of element positions in this array (i.e., N elements)
needs to be optimized. It is noteworthy that the minimum
element constraint is taken into account in this article. Assume
that a broadside beam pattern is desired. This example was
synthesized by the MGA in [27], the DE-MM in [28], and
the DE-AMM in [29]. The three methods adopted the same
settings for the key parameters: dconst = 0.5λ, N = 25, N P =
100, and maximum generations of 300. That is, the maximum

TABLE I

PERFORMANCE COMPARISON BETWEEN THE PROPOSED DE-NEM-CM
AND SOME STATE-OF-THE-ART ALGORITHMS FOR A SPARSE RECTAN-

GULAR ARRAY OCCUPYING AN APERTURE OF 9.5λ × 4.5λ

number of FEs (Max F Es) for each trial is 30 000. The array
pattern in the optimization process was calculated with M =
100 × 100 samples in the (u, v)-space within the region of
0 ≤ u, v ≤ 1. They were performed with 5, 5, and 100 trials,
respectively. The lowest PSLs obtained by the three methods in
all trials were −18.84, −20.38, and −21.88 dB, respectively.
Besides, the IWO in [24] also considered the same example
but with N = 23, maximum plants of 55, and maximum
iterations of 500, which means that Max F Es is equal to
27 500. Furthermore, the obtained lowest PSL among 5 trials
was −21.20 dB. As we known the main time cost for these
methods is spent on a large number of repeated evaluations
of the array pattern which involves the calculation of the
inner product between the discretized observation direction
vector [um, vm ] (for m = 1, 2, . . . , M) and the position vector
[xn, yn] (for n = 1, 2, . . . , N) in (1). The total number of mul-
tiplications (TNM) for K trials is about 2M×N ×Max F Es×
K . Some statistic results for these methods are listed
in Table I.

Here we apply the proposed DE-NEM-CM to synthesize
the same example with the parameters dconst = 0.5λ, N = 23,
F = 0.5, C R = 0.9, and Max F Es = 10 000. The array
pattern evaluation is performed on the same M samples within
the region of 0 ≤ u, v ≤ 1 for comparison. As a result,
we uniformly sample 100 points for φ from 0◦ to 90◦ as
well as θ from 0◦ to 90◦. It is worth noting that, for all
examples in this article, we use the seeded region growing
in [40] to determine the mainlobe region of the pattern. Once
determining the mainlobe region, we can identify the sidelobe
region and then obtain the PSL. One hundred trials are used
in this example. In all these trials, the obtained lowest and
mean PSLs are −23.33 and −20.87 dB, respectively. Clearly,
the lowest PSL obtained by the proposed DE-NEM-CM is
much lower than those obtained by the methods mentioned
above. Fig. 2(a) and (b) show a quarter of the array pattern
for the trial with the lowest PSL and its three cuts at φ =
[0◦, 45◦, 90◦], respectively. A quarter of the corresponding
array layout (the symbol ′·′ denotes an antenna element) is
shown in Fig. 3, and the coordinates for all the element
positions shown in Fig. 3 is given in Table II where two
decimals are reserved. It can be confirmed that the minimum
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Fig. 2. Array pattern obtained by the proposed DE-NEM-CM at the best
trial. (a) Quarter pattern. (b) Three cuts of the quarter pattern at φ = 0◦, 45◦,
and 90◦.

element spacing between arbitrary two elements is no less than
0.5λ as is expected.

To validate the effectiveness of the Cauchy mutation used in
the selection operator of the proposed DE-NEM-CM, we apply
the DE-NEM (without the Cauchy mutation) to synthesize this
example, and the same parameter settings and number of trials
as the proposed DE-NEM-CM are used. The PSLs obtained
by the DE-NEM and the proposed DE-NEM-CM versus the
number of FEs for different trials are depicted in Fig. 4(a)
and (b), respectively. It is noteworthy that the lowest PSL
obtained by DE-NEM for all trials are −22.11 dB, which
is higher than −23.33 dB in the proposed DE-NEM-CM.
Moreover, the obtained mean PSL is −19.71 dB which is also
worse than −20.87 dB in the proposed DE-NEM-CM. The
comparison directly validates the effectiveness of the Cauchy
mutation in the proposed DE-NEM-CM. Due to the application
of new encoding mechanism, the proposed DE-NEM-CM and
DE-NEM only need to calculate the inner product between
the discretized observation direction vector [um, vm ] (for m =
1, 2, . . . , M) and one element position in each individual

Fig. 3. Quarter of the best array layout obtained by the proposed DE-NEM-
CM in all trials.

TABLE II

ELEMENT COORDINATES OF THE QUARTER OF THE BEST ARRAY LAYOUT
OBTAINED BY THE PROPOSED DE-NEM-CM IN WAVELENGTH, n :

(xn, yn ), WHERE TWO DECIMALS ARE RESERVED

Fig. 4. Convergence curves on the PSL obtained by (a) DE-NEM
and (b) proposed DE-NEM-CM, for 100 trials.

updating. Hence, their TNM for the evaluations of the array
pattern in (1) are estimated as 2M × Max F Es × K . Statistic
results for these two methods are also recorded in Table I.

From the comparison between the proposed DE-NEM-
CM and these state-of-the-art algorithms mentioned above
in Table I, we observe that, although the number of trials
performed by the proposed DE-NEM-CM and DE-NEM are
100 which is equal to or more than other algorithms, the TNMs
of these two algorithms are least one among these methods,
which indicates that the cost time is least. Therefore, the pro-
posed DE-NEM-CM applies the least total multiplications and
the number of elements to obtain the lowest PSL, which ade-
quately shows the effectiveness and efficiency of the proposed
DE-NEM-CM.
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Fig. 5. Broadband circular sparse array layout obtained by the proposed
DE-NEM-CM at the best trial.

B. Broadband Circular Sparse Array

In the second example, we will check the effectiveness and
superiority of the proposed DE-NEM-CM for synthesizing
a broadband circular sparse array layout. In this case, all
the elements are located in a prescribed circular area. That
is, the element positions are bounded with

√
x2

n + y2
n ≤ R

(n = 1, 2, . . . , N) where R denotes the radius of circular
area.

In [31], a perturbed Penrose tiling array working in
fH/ fL = 5 :1 frequency bandwidth was designed by GA
with 551 elements on a circular aperture of R = 12λL =
60λH where λL and λH are the wavelengths at the lowest
frequency fL and the highest frequency fH, respectively. The
minimum element spacing constraint was taken as dconst =
0.5λL = 2.5λH. In the GA perturbation, 150 generations
with 50 individuals for the population size were carried out
to reach the convergence. The obtained lowest PSL was
−10.35 dB at the highest frequency fH and −16.64 dB at
the lowest frequency fL . Although the Penrose tiling array
combing with GA perturbation in [31] achieves much better
performance than a conventional uniformly spaced array in
terms of broadband PSL and GLL suppression for the sparse
array, the obtained pattern performance is restricted by the
Penrose tiling array representation.

In this example, we apply the proposed DE-NEM-CM to
reoptimize this array for further reducing the broadband PSL
and GLL. For comparison, we adopt the same settings in the
element number, the minimum element spacing, and the total
aperture as those used in [31]. The number of FEs is set as
Max F Es = 20 000 in this example. To avoid the presence
of grating lobes, the array performance is optimized at the
highest frequency fH. Generally, for the case of the equally
spaced array with uniform excitations, we uniformly sample
φ from 0◦ to 180◦ as well as θ from −90◦ to 90◦, and set
the sampling density as 
θ = 
φ = λ/(10Dmax ), where
Dmax denotes the maximum array aperture. Such a sampling
manner indicates that there exists 20 sampling points within
the first null beamwidth (FNBW) of the pattern and the FNBW

Fig. 6. Array pattern obtained by the proposed DE-NEM-CM at the highest
frequency fH over the whole 5:1 frequency bandwidth. (a) Top view of
the synthesized pattern in (u, v) plane. (b) Cuts of the array pattern at
φ = 0◦, 45◦, 90◦, and 135◦.

is approximately equal to 2λ/Dmax . Taking the sampling rule
mentioned above as a reference, we set 
θ = 
φ = 0.05◦
for the ultrabroadband array in this example. Five trials are
used in the proposed DE-NEM-CM. The obtained lowest and
mean PSLs are −18.35 and −18.21 dB, respectively. The array
layout for the best trial with the lowest PSL is shown in Fig. 5.
It can be checked this array layout meets both the minimum
element spacing constraint and as the aperture boundary as
indicated by the red circle in Fig. 5. The obtained average
element spacing reaches about 4.53λH . Fig. 6(a) and 6(b)
show the top view of the corresponding array pattern and
its four cuts at the highest frequency fH, respectively. The
obtained PSL at fH is −18.35 dB which is much lower than
−10.35 dB that is obtained in [31]. Fig. 7(a) and (b) show
the top view of the corresponding pattern and its four cuts
at the lowest frequency fL , respectively. The PSL at fL is
−18.48 dB which is also considerately lower than −16.64 dB
that is obtained in [31]. This indicates that the proposed
DE-NEM-CM can achieve much better performance than the
method by combining the Penrose tiling representation and
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Fig. 7. Array pattern obtained by the proposed DE-NEM-CM at the lowest
frequency fL over the whole 5:1 frequency bandwidth. (a) Top view of
the synthesized pattern in (u, v) plane. (b) Cuts of the array pattern at
φ = 0◦, 45◦, 90◦, and 135◦.

GA perturbation for suppressing both the PSL and GSL of a
broadband sparse array.

In this example, if we adopt λL/2-spaced elements occu-
pying the same circular area with R = 12λL, a total of
1804 elements would be required. Compared with this uni-
formly spaced array, the synthesized sparse array layout can
save about 69.46% elements. The element saving can be even
as high as 98.78% if compared with a λH/2-spaced array
occupying the same circular area (since a λL/2-spaced planar
array will have a number of grating lobes in high-frequency
band). Such an ultrasparse array is useful when a narrow
radiation beam is required over a ultrawideband such as in
radio astronomy application.

C. Beam-Scannable Sparse Square Arrays With Varying
Aperture Sizes

In the last example, we will synthesize beam-scannable
sparse square arrays with varying sizes to check the robustness
of the proposed DE-NEM-CM method. We consider five
sizes of sparse square arrays, and some parameters including

Fig. 8. 256-element array layouts obtained by (a) DE-AMM and (b) pro-
posed DE-NEM-CM, at their best trials.

the aperture sizes, the number of elements (N), and filling
factors (FFs) (which is defined as the ratio of the number of
elements for the sparse array to the one for a λ/2-spaced array
occupying the same aperture) are given in Table III.

Assume that for all sizes of arrays, the beam pointing
direction can be scanned from θ0 = −45◦ to 45◦ for an
arbitrary φ0, i.e., θ0 ∈ [−45◦, 45◦] and φ0 ∈ [0, 360◦]. In this
situation, the array layout can be still optimized by evaluating
a broadside beam pattern performance but in an enlarged
(u, v)-space given by

√
u2 + v2 ≤ 1 + sin 45◦. According to

the sampling rule mentioned in the second example, we set
different sampling density 
θ = 
φ for the above-mentioned
five arrays and, respectively, record them in Table III. The
maximum number of FEs is set as Max F Es = 100N . The
proposed DE-NEM-CM is performed 5 trials for each size
of array layout optimization. In addition, we also apply the
DE-AMM in [29] to synthesize all these sizes of arrays for
comparison. Furthermore, the same sampling densities as the
proposed DE-NEM-CM are used for these arrays. In the DE-
AMM, the optimization of element positions is transformed
into the optimization of variable matrices A, B, and W which
are defined in [29], and the size of these matrices is determined
by G and J which are obtained by solving the problem (2)
in [29]. If G × J = N , weight matrix W is eliminated,
so the search dimension of each individual is equal to 2G ×
J + G + J . Otherwise, the search dimension is equal to 3G
× J + G + J . Therefore, as N increases from 64 to 1024,
the dimension of each individual in DE-AMM is 144, 413,
544, 1630, and 2112, respectively. However, the dimension
of each individual in the proposed DE-NEM-CM is always
equal to 2 regardless of the array size. With the parameters
N P = 3N for the population size, F = 0.5 and C R = 0.9,
the DE-AMM is executed 5 trials as well, and 2000 iterations
is performed for each trial. Table III lists the synthesis results
by the proposed DE-NEM-CM and the DE-AMM, including
the achievable lowest and mean PSL over five trials, the half
power beamwidth (HPBW) (the widest one among the HPBWs
for different cuts of the pattern at the best trial), and the
average time cost over five trials.

From the results shown in Table III, we can see that for the
cases of 64, 128, and 256 elements, the proposed DE-NEM-
CM can take much less time cost to obtain a sparse array
layout with a considerably lower PSL and the mean PSL over
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TABLE III

PERFORMANCE COMPARISON BETWEEN THE PROPOSED DE-NEM-CM AND THE DE-AMM IN [29] FOR BEAM-SCANNABLE
SQUARE ARRAYS WITH DIFFERENT APERTURE SIZES

Fig. 9. Top views of broadside beam patterns obtained by (a) DE-AMM
and (b) proposed DE-NEM-CM, and the top views of two patterns with
the beam direction of (θ0, φ0) = (45◦, 0◦) obtained by (c) DE-AMM
and (d) proposed DE-NEM-CM.

Fig. 10. Comparison between the DE-AMM and the proposed DE-NEM-CM
on the φ = 0◦ cuts of (a) broadside beam patterns and (b) beam patterns
scanned to direction of (θ0, φ0) = (45◦, 0◦).

five trials than the DE-AMM. For example, for the case of
256-element array, the proposed DE-NEM-CM takes the aver-
age time of 4.30 h to obtain a sparse array with the lowest
PSL of −18.28 dB and the mean PSL of −18.16 dB, while the
DE-AMM takes 597.20 h for obtaining a result with a PSL
of −15.18 dB. It is worth noting that the 597.20 h for the
DE-AMM is the time cost of one trial since we cannot bear to

perform five trials for such time consumption. Fig. 8(a) and (b)
show the 256-element array layouts obtained by the DE-AMM
and the proposed DE-NEM-CM, respectively. Fig. 9(a) and (b)
show the top views of broadside beam patterns radiated by
these two arrays, and Fig. 9(c) and (d) show the top views
of two beam patterns scanned to the direction of (θ0, φ0) =
(45◦, 0◦). Furthermore, the comparison between the DE-AMM
and the proposed DE-NEM-CM on the φ = 0◦ cuts of
broadside beam patterns is shown in Fig. 10(a), and the case of
beam patterns scanned to the direction of (θ0, φ0) = (45◦, 0◦)
is also shown in Fig. 10(b). From this comparison, we can
intuitively see that the proposed DE-NEM-CM obtains a lower
PSL than the DE-AMM.

For larger sizes of arrays with 512 and 1024 elements,
the DE-AMM will take terrible time cost and even one trial
is not realistic. By contrast, the proposed DE-NEM-CM can
still work. For the array with 512 elements, the proposed DE-
NEM-CM obtains the lowest PSL of −20.46 dB and the mean
PSL of −20.29 dB with average time cost of 19.22 h. For
the array with 1024 elements, the obtained lowest PSL and
its mean are −22.32 and −22.23 dB with average time cost
of 93.41 h, respectively. This means that even for so large
array layout optimization, the proposed DE-NEM-CM can
still obtain reasonable synthesis results within affordable time
cost. Furthermore, the obtained mean PSLs for different array
sizes show the good robustness of the proposed DE-NEM-
CM. In addition, the comparison between the DE-AMM and
the proposed DE-NEM-CM demonstrates the superiority of
new encoding mechanism used in the DE-NEM-CM.

IV. CONCLUSION

In this article, we have proposed a DE-NEM-CM to
optimize large unequally spaced planar array layouts with
the minimum element spacing constraint. The new encoding
mechanism adopted in the proposed DE-NEM-CM is that
an individual represents only one element position, which is
much different from the traditional encoding which uses an
individual to represent an entire array layout. With the new
encoding mechanism, the proposed optimization algorithm can
efficiently evaluate the array pattern in each individual updat-
ing by only modifying the radiation contribution from one
antenna element associated with the position variation, which
greatly reduces the computational complexity. In addition,
this encoding mechanism naturally facilitates the array layout
candidates to meet the minimum element spacing constraint.
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The Cauchy mutation with chaotic mapping is incorporated
into the selection operator to enhance the exploitation of the
DE-NEM while preserving the diversity of the population.
A set of experiments for synthesizing unequally spaced pla-
nar arrays with different requirements are conducted. The
comparisons with some state-of-the-art stochastic optimization
methods are also given in the examples. Results show that
the proposed DE-NEM-CM requires much less time cost
while maintaining comparable or even better pattern perfor-
mance compared with conventional stochastic optimization
algorithms. In particular, the proposed method is capable of
optimizing unequally spaced planar arrays with as many as
1000 elements within acceptable time cost, which is a very
challenging problem and rarely reported in the literature. The
proposed DE-NEM-CM provides a promising technique to
tackle the large unequally spaced array layout optimization
problem.

It should be noted that the proposed method is in general
useful for geometry optimization of phased antenna arrays
where each element is individually excited. This method
can be further generalized to deal with the array geometry
optimization with different element structures. The effect of
an antenna element structure can be considered by multiplying
the array factor with the element pattern. However, the mutual
coupling effect cannot be included in the current method. One
can consider the mutual coupling effect in the element position
optimization process by combining some iterative position
optimization strategies and full-wave simulation technique.
However, such techniques are very time-consuming and they
cannot be applied to large unequally spaced array layout
optimization problems. On the other hand, since the minimum
element spacing constraint is usually set to be no less than
half a wavelength, the obtained averaged element spacing is
usually much larger than half a wavelength. In this situation,
the mutual coupling effect is not very strong, and the array
pattern performance without considering mutual coupling can
approximate the real one very well especially for the case of
large unequally spaced arrays.
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